






































































































































Industrial Gomposition of Economy 

The mix of industries in an economy affects the nature and rate 
of subsequent economic growth.  The overall success of a region 
over any period of time will likely reflect, in large measure, 
the success of the industries tbat have concentrated there.  A 
surge in demand for airplanes is likely to mean faster growth in 
Washington State, home of Boeing, while growth in the domestic 
automotive industry is still good news for Michigan. 

Firms in particular industries may also be more likely to locate 
in areas where firms in related industries are already present, 
thus ensuring easier access to appropriately trained labor and 
other specialized inputs.  Thus, growth in a, particular industry 
will reflect, at least in part, the current distribution of that 
industry, and of other complementary industries.  On the other 
hand, firms in some industries, such as those that produce goods 
or services that are largely consumed locally, may be drawn to 
areas where they will have little local competition frjom existing 
firms in those industries. 

Industrial Density or Agglomeration 

As noted above, the current distribution of business activity may 
influence growth, as firms seek out locations where specialized 
labor and service providers are available.  The current 
concentration of business activity in a particular industry may 
also serve as a proxy for unmeasured regional characteristics 
that make an area attractive to firms in that industry.  Cost 
savings associated with proximity to firms in the same or related 
industries are known as "agglomeration economies."  On the other 
hand, labor and;other resources may be cheaper in other areas, 
and in those industries where transportation costs are important, 
areas that are currently underaerved may of fer better- growth 
opportunities.  Thus, the estimated effect of initial industrial 
activity levels on subsequent growth or location decisions is not 
certain.  The results of any particular study may well depend on 
the extent to which other variables included in the model serve 
as proxies for unmeasured regional characteristics. ^ 

A number of authors do find evidence of a positive relationship 
between industry density and location decisions or industrial 
growth.  In a study of 115 small towns in Missouri, Kuehn and 
coauthors (1979) report that the number of manufacturing plants 
already in a town was a strong predictor of the probability of 
attracting a new manufacturing plant.  Wasylenko (1980) finds 
that those Milwaukee area jurisdictions with more employment in a 
partiGular industry (manufacturing, construction, wholesale 
trade, and so forth) were more likely to attract relocating firms 
in that industry.  Kieschnick (1981) finds that the State share 
of all U.S. production hours in an industry was a consistently 
powerful predictor of that State's share of new investment in 
that industry.  Carlton (1983) finds that, for each of three 
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four-digit SIC manufacturing industries, the initial level of 
production activity in a particular metropolitan area is a 
significant predictor of the number of new branch plants opened 
in that industry and the size of such plants.  Bartik (1985) 
finds that initial State "manufacturing density" (manufacturing 
man-hours/square mile) helps to predict the probability of new 
manufacturing plants opening in that State.  And Deich (1989) 
finds that the initial level of State employment in 
manufacturing--and in each of three two-digit SIC manufacturing 
industries--is a significant predictor of branch plant openings 
and/or single-establishment firm births in that State. 

These findings, however, may reflect inadequate control for scale 
effects.  Areas that initially have more economic activity will 
experience more plant openings, more plant relocations, and more 
investment even if their rate of economic growth is no faster 
than that of other areas with smaller economies.  Furthermore, 
several of the studies cited above--Kieschnick (1981), Carlton 
(1983), and Deich (1989)--fail to include any other, broader 
measure of the initial level of economic activity or potential-- 
such as total population or employment--among the potential 
explanatory variables in their models.^^ 

In contrast, several other studies that explicitly control for 
population size and/or employ measures of growth that are 
independent of initial population size fail to find a significant 
positive effect from industry density measures.  Smith, Deaton, 
and Kelch (1978) find that county manufacturing employment had 
almost no effect on the probability of attracting a new plant 
once community population and other variables are taken into 
account; McNamara and coauthors (1988) report a similar result 
for a different area and time period.  Wasylenko and McGuire 
(1985) fail to find any significant relationship between industry 
density measures and industry percentage employment growth.  And 
Bartik (1989) finds that, after controlling for population 
density, small business startup rates are significantly higher 
where current industry densities are lower. ^"^ 

^^Only Kuehn and coauthors (1979) explicitly control for 
community population size, while Bartik (1985), by including both 
measures of land area and population density among the 
explanatory variables in his model, effectively controls for 
variations in population.  Wasylenko (1980) includes a measure of 
available potential employees which may function (in part) as a 
measure of local and nearby population for each jurisdiction. 

^"^It should be noted that current State employment in 
industry X appears in the denominator of Bartik's definition of 
the small-business startup rate for industry X.  Bartik argues 
that current State employment in an industry is the best measure 
of potential employment in that industry.  Thus, Bartik's results 

(continued...) 
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Industry Mix/Expected Growth 

EspeGiariy in the short run, growth in demand for those goods and 
services already produced: in an area is likely to be one of the 
most important factors influencing the rate of local economic 
growth.  Hence, it is perhaps surprising that so few of the 
studies reviewed here have attempted to take this into account in 
explaining differences in regional economic growth.  Two of the 
most recent, however, have done so. ^® 

Killian and Parker (1991) estimate, for each commuting zone, the 
"expected" zonal employment growth rate, given the initial 
industry mix of ençfloyment, if zonal en^loyment in each two-digit 
SIC industry had grown at the national rate.  This "initial 
industry mix" variable is then used as one of the predictors of 
the observed growth rate in their regression models.  This 
"measure of expected growth"  helps significantly to explain 
actual growth rates.  The magnitude of the estimated coefficient 
suggests that a 1-percentage point difference in the "expected" 
growth rate does correspond to a difference of approximately 1 
percentage point in the average observed rate, after other 
variables are taken into account.^^ 

Sander and Schaeffer (1991) compute a similar industry mix 
variable, and then compute two sets of regressions.  In one set, 
the authors subtract the "expected" employment growth rate from 
the observed employment growth rate, and use the difference as 

^"^ (. . .continued) 
do not necessarily imply that higheir industry densities yield 
absolutely lower numbers of startups, only that in an area where 
an industry ia aiready concentrated, startups are smaller in 
number relative to existing employment in that industry. 

^®Fox and Murray (1990) also refer (in a footnote) to 
testing a measure of "the composition of the prevailing 
empioyment structure" as an explanatory variable in their model 
of firm entry rates,; and indicate that it was not significant, 
but provide no further detail on the definition or construction 
of this measure. 

^^The reported regression coefficient for this variable is 
0.09 to 0.14.  However, while the dependent variable is an 
annualized growth rate, the initial industry mix variable 
represents cumulktive "expected" growth over the 1979-88 period 
(personal communication, Timothy Parker, July 9, 1992),  Thus, a 
regression coefficient of approximately 0.11 would imply that a 
differ-ence of 1 percentage point in the "expected" annual growth 
rate (or about 9 percentage points in cumulative growth over the 
period) led to a difference of 1 percentage point in the observed 
annualized growth rate. 
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the dependent variable explained by regression."^^  In the other 
set, the "expected" growth rate appears as a regression variable 
in a model attempting to explain the observed growth rate.  In 
this case, Sander and Schaeffer find their industry mix index to 
be a highly significant predictor of employment growth in urban 
counties. 

Sander and Schaeffer also find that the estimated effect of the 
industry mix variable is greater than 1.  This implies that in 
those counties that contained concentrations of fast-growing 
industries, local industry growth rates typically exceeded the 
national growth rate for the same industry.  While the authors do 
not attempt to explain this result, it is not in fact surprising. 
Areas with a concentration of fast-growing export-oriented 
industries are also likely to experience faster than average 
growth in those local service, trade, and support industries that 
sell to businesses in those export industries, or to their 
employees. 

Other 

Land Price or Availability 

Eight of the studies reviewed consider the possible influence of 
land prices or availability on the distribution of new economic 
activity.'^^ All but one of these is an effort to explain actual 
industrial location decisions (firm births, firm relocations, or 
plant startups). 

Smith, Deaton, and Kelch (1978), in their attempt to explain 
manufacturing plant startups in Kentucky and Tennessee, include 
among the explanatory variables a dummy variable that indicates 
whether a community had available a potential plant site owned by 
a public body or nonprofit organization.  They find that 
availability of such a site significantly increased the 
probability of a manufacturing plant startup.  However, in a 
study of suburban Milwaukee jurisdictions, Wasylenko (1980) fails 
to find any consistent relationship between the availability of 
vacant land and the probability of attracting a relocating firm. 
Wasylenko does find that those jurisdictions where more land is 
already in commercial or industrial use are less likely to 
attract relocating firms, but the relationship is statistically 
significant only for firms in manufacturing and in finance.  Fox 
(1981) fails to detect a significant relationship between land 

"^^In effect, this procedure constrains the coefficient of 
the "expected" growth rate to equal 1 in the equation fitting the 
actual growth rate. 

"^^In addition, as noted earlier, some studies have suggested 
that population density might be viewed as a proxy for the cost 
of land. 
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prices and the demand for industrial land in 43 Cleveland-area 
jurisdictions. 

Plaut and Pluta (1983),   seeking to explain the movement of broad 
economic aggregates within the manufacturing sector^, iind that an 
index reflecting both population density and land prices--in 
particular, the value of agriGultural land and buildings per 
acre--is significant in explaining growth in manufacturing value- 
added or real capital stock, with higher population densities or 
land prices associated with slower manufacturing growth. 

Bartdk (1985) finds that State land area., which he yrews as a 
measure of available sites, is significantly and positively 
associated with branch-piant openings.  However, in Bartik 
(1989),  the author finds that greater land area has a 
significant negative relationship with small-business startup 
rates (recall, however, that in Bartik's 1989 study, the startup 
rate: is defined in per capita terms.)  Deich (1989) also finds a 
significant positive relationship between land area and the 
number of branch plant startups, for manufacturing as: a whole and 
for several two-digit SIG industries.  DeiGh also finds that 
higher land prices had a negative and sometimes significant 
effect on branch-plant openings, but did not have a significant 
effect on the frequency of single-establishment startups. 
Finally, Fox and Murray (1991) fail to find any significant 
rel^ationship between land prices and firm entry ratés. 

On the whole, these studies tend to confirm our expectation that 
land costs and availability should affect industrial location 
decisions, but the study results are not altogether consistent. 
Further, the studies reviewed do not offer clear guidance on the 
preferred measure of or proxy for land costs. 

Labor Productivity Measures 

Two of the studies reviewed include measures of labor 
productivity among the possible predictors of business activity. 
Both of these studies seek to explain interstate variation in 
capital investment.  Kieschnick (1981) considers a variable that 
measures manufacturing value added per dollar of labor costs, a 
measure that reflects both labor productivity and wage levels. 
He finds that this variable is generally not significant.  Papke 
(198 7) includes a more Gonventional measure of labor productivity 
in a model of the determination of capital investment per worker. 
She finds a significant positive relationship between the two. 
In addition, Plaut and Pluta (1983) include a variable that they 
label "inherent productivity" as a potential determinant of 
manufacturing growth.  This variable is, in fact, a measure of 
educational attainment and achievement, reflecting average years 
of schooling completed and the adult literacy rate for each 
State, 
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Inclusion of labor productivity as conventionally measured in a 
model of change in business activity--and particularly in a model 
of new capital investment--appears likely to lead to a 
confounding of cause and effect.  Areas that are attracting new 
capital investment are likely to experience higher labor 
productivity because of the availability of new, higher quality 
machinery and other capital, independent of any inherent 
characteristics of the local labor pool.  A meaningful estimate 
of the effects of initial labor productivity on subsequent growth 
would require an estimate of the marginal productivity of labor 
after controlling for the quantity and quality of capital.  This 
procedure was not followed in any of the studies reviewed.  The 
data requirements for such an approach would be formidable. 

Fire Protection Rating 

Several studies of community success in attracting manufacturing 
plants include the community's fire protection rating to reflect 
the quality of those local public services valued by business. 
Of these, only Smith, Deaton, and Kelch (1978) find the fire 
protection rating to have a significant effect on new plant 
openings.  Kuehn and coauthors (1979) and McNamara and coauthors 
(1988) find no such effect. 

Selected Other Variables 

As indicated by the last page of table 2, individual researchers 
have proposed many other factors that might influence the growth 
or level of regional business activity.  It may be useful to 
comment on some of them here : 

• Bluestone and coauthors (1989) propose a relationship 
between the extent of small business activity in a county 
and county economic activity.  They assess the influence of 
each of three measures--two measures of the extent of small 
business activity in the county economy, and one measure of 
small business turnover--on each of four measures of county 
economic activity.  Their results suggest that the extent of 
small business activity may influence local economic growth 
rates.  However, their analysis fails to control for other 
factors that may influence county business activity.'^^ 
They also find evidence that the proposed association is 
stronger in urban than rural areas. 

• Carlino and Mills (1987) test for a relationship between 
employment density and the value of outstanding industrial 
revenue bonds by State.  They find no effect approaching 
significance for either total or manufacturing employment. 

■^^The only other variables included in their regression 
models are regional dummies. 
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• Two studies include measures that reflect the age 
distribution of the population.  Killian and Parker (1991) 
include the average population age, suggesting that younger 
labor will be cheaper.  They find that younger populations 
are associated with faster growth in nonmetro (but not 
metro) areas.  Wasylenko and McGuire (1985) treat the 
percentage of the population aged 18-44 as a potential 
deterrainarrt of employraent growth, describing this as the 
^^prime^aged" working population.  However, they fail to find 
a significant relationship between the share of the 
population; that is prùme-aged and employment growth in any 
sector. 

• Two authors consider the effect of labor availability in 
specific sectors on the expansion of busiriess activity in 
associated industries.  Wasylenko (1980) tests whether the 
number of residents living within ready commuting range who 
are currently eiriployed in a given industry (manufacturing, 
construction, wholesale trade, and so forth) influences the 
probability that a firm in that industry will relocate to a 
particular jurisdiction.  The author finds that such 
sectoral labor availability has a significantly positive 
effect on relocations in all six industries covered by the 
study.  Carlton (1983) finds that the number of engineers in 
a metropolitan area did have a significant effect on branch 
plant openings in the Communication Transmitting ^Equipment 
industry (SIG 3í;62) , but not in two technologically less 
intensive industries, 

• Bartik (198 9) hypothesizes that a more competitive banking 
sector might be conducive to small business startups, while 
also noting some evidence that small banks not subject to 
competitive pressure might provide more loans to small 
business based on a belief in their service role.  Bartik's 
model of the determination of small-business startups 
includes several measures of banking competitiveiïess.  These 
include dummy variables for statewide or limited branch 
banking, a measure of the systèmes openness to muitibank 
holding companies in those areas where branching was 
limited, and a measure of statewide banking concentration. 
Bartik's preferred (fixed effects) results suggest that both 
statewide branching and the presence of muitibank holding 
companies were conducive to small-business startups. 

• Kieschnick (1981) is the one study that assesses the effect 
of recent change in the level of unionization on current 
economic activity.  Kieschnick includes this variable in 
models of several industries.  It is generally not 
statistically significant. 

• Wheat (1985) is the only study among those reviewed to 
include a measure of retiree attraction among the possible 
determinants of growth in economic activity.  Wheat 
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identifies States as retiree States if they had one or more 
counties where (a) at least 15 percent of the 1970 
population was 65+ and (b) there was a "1960-1970 net 
migration rate of +7 percent or more."  Despite the 
imprecision implicit in assigning the retiree label to 
entire States based on the characteristics of (in some 
instances) just a few counties in those States, Wheat does 
find that the retiree variable had a highly significant 
positive effect on manufacturing employment growth.  The 
author suggests that this may reflect both retiree demand 
for locally produced manufactured goods, and the presence of 
amenities in retiree attraction areas that are also 
attractive to manufacturers. 

Conclusions 

While not exhaustive, the preceding review does highlight the 
variety of methods and data that have been applied in efforts to 
identify key determinants of differential regional economic 
growth.  The review may also illustrate the sensitivity of most 
substantive conclusions to differences in outcome variables, 
models, estimation methods, periods, and geographic areas.  While 
the studies identify many local and regional characteristics that 
may have an influence on regional economic growth, there appear 
to be few results that are robust across differences in study 
design features.  Thus, a particular regional characteristic: that 
appears to have a strong effect on growth or business location in 
some studies will typically appear to have little effect--or the 
opposite effect--in other studies.  Hence, it may be difficult to 
draw many substantive conclusions about the growth effects of 
these variables from this literature. 

This review may also illustrate some other limitations of the 
existing literature.  Most of the studies reviewed focus on a 
limited set of predictive variables, raising the possibility of 
omitted variable bias.  In particular, few take into account the 
industrial composition of the regional economy as a factor 
influencing regional growth, and few attempt to assess the 
distinct contributions of high-school-educated and college- 
educated adults to growth or business attraction. 

In addition, most focus either on State-level data, or on data 
for a limited geographic area or sample of communities.  Only a 
few make use of the additional degrees of freedom allowed by a 
national set of data at the substate level.  Many further limit 
the scope of their results by focusing on manufacturing or other 
individual sectors of the economy, potentially obscuring the 
significance of their results for regional economies as a whole. 

Further, only a few studies have paid specific attention to 
nonmetro growth, with three (Dorf and Emerson, 1978; Smith, 
Deaton, and Kelch, 1978; Kuehn and coauthors, 1979) examining 
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nonmetro communities in particular States or regions^ while four 
others have modelled a national sample or population of nonmetro 
areas (Mead, 1982; Bluestone and coauthors, 1989; Porterfield, 
1990; and Killian and Parker, 1991). 

Finally, the studies reviewed vary widely in the sophistication 
of the estimation methods used.  While a number of researchers do 
apply advanced techniques, use of simple tnultivariate regression 
is common. 

Thus, for researchers interested in the determinants of regional 
growth, particularly in nonmetropolitan areas, this review 
suggests that many substantive questions remain open.  The review 
further suggests the potential utility of a study that focuses on 
nonmetro areas throughout the United States, that uses substate 
data, that makes a broad economic aggregate the outcome of 
interest, that uses an inclusive list of independent variables, 
including controls for the industrial composition of the area 
economy and the mix of educational attainment levels in the area 
population, and that applies regression techniques that correct 
for some of thé limitations of simple OLS regression.  The 
forthcoming Economic Research Service paper on rural economic 
growth in the 1980's"^^ is one attempt to perform such a study. 

/^^Kusmin, Lorin, John Redman, and David Sears, Rural 
Economic Growth in the 1980's :  A Look at Factors Associated with 
Ecirnincrs Growth. Economic Research Service, U. S . Dept. Agr., 
(forthcoming). 
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